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SYSTEM AND METHOD FOR ENABLING
IMAGE RECOGNITION AND SEARCHING OF
IMAGES

RELATED APPLICATIONS

This application claims benefit of priority to U.S. Provi-
sional Patent Application No. 60/864,781, filed Nov. 7, 2006,
entitled AN IMAGE SIMILARITY SYSTEM, the atoremen-
tioned priority application being hereby incorporated by ref-
erence 1n 1ts entirety.

This application 1s a continuation-in-part of U.S. patent
application Ser. No. 11/777,894, entitled SYSTEM AND
METHOD FOR ENABLING IMAGE RECOGNITION
AND SEARCHING OF REMOTE CONTENT ON DIS-
PLAY, filed Jul. 13, 2007, (1) which claims benefit to U.S.
Provisional Patent Application No. 60/909,414, filed Mar. 30,
2007, entitled TECHNIQUE FOR ACTIVATING IMAGES
ON WEBSITES IN ORDER TO ENABLE VISUA
SEARCH OF IMAGE PORTIONS BY WEBSITE USERS,
the atlorementioned priority applications being hereby incor-
porated by reference 1n their entirety; and (1) which 1s a

continuation-in-part of U.S. patent application Ser. No.
11/246,742, entitled SYSTEM AND METHOD FOR

ENABLING THE USE OF CAPIURED IMAGES
THROUGH RECOGNITION, filed on Oct. 7, 2005; which

claims benefit of priority to U.S. Provisional Patent Applica-
tion No. 60/679,591, entitled METHOD FOR TAGGING

IMAGES, filed May 9, 2005

This application also incorporates by reference 1n its entirety
PCT Application PCT/US07/83933, filed Nov. 7, 2007.

TECHNICAL FIELD

The disclosed embodiments relate generally to the field of
digital image processing.

BACKGROUND

Digital photography has become a consumer application of
great significance. It has afforded individuals convenience 1n
capturing and sharing digital images. Devices that capture
digital images have become low-cost, and the ability to send
pictures from one location to the other has been one of the
driving forces 1n the drive for more network bandwidth.

Due to the relative low cost of memory and the availability
of devices and platforms from which digital images can be
viewed, the average consumer maintains most digital images
on computer-readable mediums, such as hard drives, CD-
Roms, and flash memory. The use of file folders are the
primary source of organization, although applications have
been created to aid users in organmizing and viewing digital
images. Some search engines, such as GOOGLE, also
enables users to search for images, primarily by matching
text-based search 1input to text metadata or content associated

with 1mages.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 illustrates a system for analyzing images of objects,
under an embodiment of the invention.

FI1G. 2 illustrates a category-mapping system for enabling
human operators to facilitate a system such as described in
FIG. 1, according to an embodiment of the mvention.

FIG. 3 illustrates implementation of the editor interface,
under an embodiment of the invention.
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FIG. 4A 1llustrates a manual enrichment process, accord-
ing to an embodiment of the invention.

FIG. 4B illustrates a manual enrichment process per-
formed on results of segmentation process, such as performed
by an 1mage segmentizer component of another embodiment
described herein, according to one or more embodiments of
the invention.

FIG. § illustrates a method 1n which image segmentation
and alignment may be performed using a statistical analysis,
according to one or more embodiments described herein.

FIG. 6 A-6C 1llustrates results of an embodiment for seg-
mentation and alignment, as applied to an 1image of a shoe,
under an embodiment of the invention.

FI1G. 7 illustrates a feature extraction module, under an
embodiment of the invention.

FIG. 8 illustrates modules of a feature extraction system or
module, under an embodiment of the invention.

FIG. 9 illustrates components that comprise the global
teature module, according to an embodiment of the invention.

FI1G. 10 illustrates a method for determining and extracting
local features from an 1mage object, under an embodiment of
the invention.

FIG. 11 1llustrates a search system for enabling search of
images, according to an embodiment of the invention.

FIG. 12 1illustrates a method for implementing a search
system, such as described with an embodiment of FIG. 11,
according to one or more embodiments of the invention.

FIG. 13 illustrates a front-end system for use with an 1mage
search system such as shown and described 1n FIG. 11, under
an embodiment of the invention.

FIG. 14 1llustrates a technique for enabling and performing,
a similarity search using an image input, according to one or
more embodiments of the invention.

FIG. 15A 1llustrates an implementation of a text search
performed to view 1mages of merchandise items, under an
embodiment of the invention.

FIG. 15B illustrates results of a similarity search for the
same merchandise 1tem, under an embodiment of the inven-
tion.

FIG. 16 illustrates a slider feature for a user-interface,
according to an embodiment of the mnvention.

FIG. 17 1llustrates a color selector teature tor a user-inter-
face, according to an embodiment of the mnvention.

FIG. 18 illustrates implementation of a selector graphic
teature for enabling a user to select a portion of an 1mage of an
object, according to an embodiment of the invention.

FIG. 19 shows an example of how 1mage features may be
combined 1n a query, under an embodiment of the 1nvention.

FIG. 20 1llustrates an example of a result that may be
achieved through a user-interface feature, according to an
embodiment of the invention.

FIG. 21 illustrates a method for implementing an e-com-
merce system using any combination of embodiments
described herein, according to another embodiment of the
invention.

FIG. 22 illustrates a record corresponding to a processed
content item having data 1items that are determined or used 1n
accordance with one or more embodiments described herein.

FIG. 23 1llustrates a method for using remote web content
for purpose of identifying search criteria for performing an
image search or combination search, according to one or
more embodiments of the invention.

FIG. 24 1llustrates a back end process for activating images
on a web page, under an embodiment of the invention.
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DETAILED DESCRIPTION

Numerous embodiments are described herein for the use of
digital 1mages and photography. Embodiments described
herein enable programmatic detection and/or identification of
various types and classes of objects from 1mages, including
objects that are 1items of commerce or merchandise. Among
the numerous embodiments described herein, embodiments
include (1) systems and methods for detecting and analyzing
images; (1) systems and methods searching for images using
image data, text data, features, and non-textual data; (i11)
user-interface and features thereof for enabling various forms
of search on a collection or database of analyzed images; (1v)
e-commerce applications for enabling visual, non-textual and
visually aided searches of merchandise items; and (v)
retrieval and analysis of 1images from third-part y sites and
network locations. Embodiments described herein further
include components, modules, and sub-processes that com-
prise aspects or portions of other embodiments described
herein.

Embodiments described herein provide for a system for
creating a data collection of recognized images. The system
includes an 1image analysis module that 1s configured to pro-
grammatically analyze individual images 1n a collection of
images 1n order to determine information about each 1image 1n
the collection. The system may also include a manual 1nter-
face that 1s configured to (1) interface with one or more human
editors, and (11) displays a plurality of panels concurrently.
Individual panels may be provided for one or more analyzed
images, and individual panels may be configured to display
information that 1s at least indicative of the one or more
images of that panel and/or of the imnformation determined
from the one or more 1mages. Additionally, the manual 1nter-
face enables the one or more human editors to view the
plurality of panels concurrently and to interact with each of
the plurality of panels 1n order to correct or remove any
information that 1s incorrectly determined from the image of
that panel.

One or more embodiments enable 1image analysis of con-
tent items that include image. Among other applications, the
analysis of such content items (including 1mages or 1mages
with text and/or metadata) enables the use of content or image
based searching. In one embodiment, a search query may be
derived from 1mage data, or values for image data.

As used herein, the term “1mage data” 1s intended to mean
data that corresponds to or 1s based on discrete portions of a
captured 1mage. For example, with digital images, such as
those provided in a JPEG format, the image data may corre-
spond to data or information about pixels that form the image,
or data or information determined from pixels of the image.
Another example of “1image data” 1s signature or other non-
textual data that represents a classification or identity of an
object, as well as a global or local feature.

The terms “‘recognize™, or “‘recognition”, or variants
thereot, 1n the context of an 1mage or 1image data (e.g. “rec-
ognize an 1mage”) 1s meant to means that a determination 1s
made as to what the image correlates to, represents, 1dentifies,
means, and/or a context provided by the 1mage. Recognition
does not mean a determination of i1dentity by name, unless
stated so expressly, as name 1dentification may require an
additional step of correlation.

As used herein, the terms “programmatic”, “programmati-
cally” or vanations thereof mean through execution of code,
programming or other logic. A programmatic action may be
performed with software, firmware or hardware, and gener-
ally without user-intervention, albeit not necessarily auto-
matically, as the action may be manually triggered.
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One or more embodiments described herein may be imple-
mented using programmatic elements, often referred to as
modules or components, although other names may be used.
Such programmatic elements may include a program, a sub-
routine, a portion of a program, or a software component or a
hardware component capable of performing one or more
stated tasks or functions. As used herein, a module or com-
ponent, can exist on a hardware component independently of
other modules/components or a module/component can be a
shared element or process of other modules/components, pro-
grams or machines. A module or component may reside on
one machine, such as on a client or on a server, or a module/
component may be distributed amongst multiple machines,
such as on multiple clients or server machines. Any system
described may be implemented 1n whole or 1n part on a server,
or as part of a network service. Alternatively, a system such as
described herein may be implemented on a local computer or
terminal, in whole or 1n part. In either case, implementation of
system provided for in this application may require use of
memory, processors and network resources (including data
ports, and signal lines (optical, electrical etc.), unless stated
otherwise.

Embodiments described herein generally require the use of
computers, including processing and memory resources. For
example, systems described herein may be implemented on a
server or network service. Such servers may connect and be
used by users over networks such as the Internet, or by a
combination of networks, such as cellular networks and the
Internet. Alternatively, one or more embodiments described
herein may be implemented locally, 1n whole or 1n part, on
computing machines such as desktops, cellular phones, per-
sonal digital assistances or laptop computers. Thus, memory,
processing and network resources may all be used 1n connec-
tion with the establishment, use or performance of any
embodiment described herein (including with the perfor-
mance of any method or with the implementation of any
system).

Furthermore, one or more embodiments described herein
may be implemented through the use of instructions that are
executable by one or more processors. These instructions
may be carried on a computer-readable medium. Machines
shown 1n figures below provide examples of processing
resources and computer-readable mediums on which 1nstruc-
tions for implementing embodiments of the invention can be
carried and/or executed. In particular, the numerous machines
shown with embodiments of the invention include processor
(s) and various forms of memory for holding data and instruc-
tions. Examples of computer-readable mediums include per-
manent memory storage devices, such as hard drives on
personal computers or servers. Other examples of computer
storage mediums include portable storage units, such as CD
or DVD units, flash memory (such as carried on many cell
phones and personal digital assistants (PDAs)), and magnetic
memory. Computers, terminals, network enabled devices
(e.g. mobile devices such as cell phones) are all examples of
machines and devices that utilize processors, memory, and
instructions stored on computer-readable mediums.

System for Analyzing Content Items Carrying Images

FIG. 1 illustrates a system for analyzing images of objects,
under an embodiment of the mvention. A system such as
shown and described by an embodiment of FIG. 1 may
include applications such as enabling search and retrieval,
and/or enabling display of programmatically determined
information. As described with other embodiments herein, a
system such as described with an embodiment of FIG. 1 may
be used to enable an e-commerce system that enables use of
image analysis, including image-to-image searching.
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In an embodiment, a system 100 1s provided for analyzing,
content items that carry images. The system includes modules
in the form of procurement 105, image segmentizer 110,
feature extraction 120, and analysis data generation 135.
According to embodiments, system 100 may operate on con-
tent items 102 that include 1mages, including records or web
content that package i1mages along with text and/or metadata.
Specific examples of content 1tems 102 for use with embodi-
ments described herein include web content, such as provided
tor merchandise, or web pages (e.g. e-commerce sites, blogs)
on which people or merchandise are displayed. Other content
items include images that may be uploaded by persons.

In performing various analysis operations, system 100 may
determine and/or use information that 1s descriptive or 1den-
tifiable to objects shown in the images of the content 1tems.
Accordingly, system 100 may analyze content 1tems 102 by
(1) recognizing or otherwise determining information about
an object contained 1n an 1mage of the procured content item,
through an analysis of 1mage data, text data, metadata or any
combination thereof, and/or (11) recognizing or otherwise
determining information about an object using existing or
known mformation from a source other than the content 1tem.
The information about the object contained in the image may
correspond to one or more classifications (e.g. “Men’s
apparel”, “clothing”, sunglasses™), determination of type
(e.g. manufacturer or brand i1dentification), attribute informa-
tion (color, pattern, shape), and/or information that 1s suifi-
ciently specific to identity the object (such as for purchase). In
order to programmatically determine mformation about the
object contained 1n the 1image of a given content item 102, one
or more embodiments may employ object determinator 140,
which may determine the information about the object(s) in
the 1image of a given content item 102 using 1image analysis
and recognition, text analysis, metadata analysis, human
input, or a combination thereof. In this way, the object deter-
minator 140 may use both information determined from the
source, and existing or known information from a source
other than the content 1tem.

One or more embodiments also contemplate use of a
manual enrichment to enhance the accuracy of individual
components and/or the system 100 as a whole. Accordingly,
an embodiment includes an editor interface 160 for enabling
manual confirmation of programmatically determined infor-
mation, as well as manual editing or correction. FIG. 4A and
FIG. 4B 1llustrate how manual enrichment and/or editor inter-
face 160 may operate, according to one or more embodiments
ol the invention.

More generally, in one embodiment, system 100 handles
images that are generated independently ol the system, so that
the system has limited advance knowledge about what the
contents of the images are, or what form or formatting 1s used
in conveying objects shown 1n the images (e.g. alignment,
image formatting). Alternatively, the system may operate on
a collection or library where some knowledge of the contents
of the images 1s known 1n advance. This knowledge may be
provided by, for example, human operators. For example,
specific online merchants may be known to sell products of a
specific category, or products at a particular site may be
known to be of a particular classification when displayed
under a specific tab. Human operators may provide this infor-
mation 1n advance.

Procurement 105 may perform anyone of many processes
to procure content items 102 that contain unprocessed
images. In one implementation, procurement 105 may crawl
network locations to locate web files, including files that
contain images. In another implementation, procurement 103
may 1nterface or receive feeds from a library of collection of
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content item 102. Still further, procurement 105 may recerve
triggers to access other sites or network locations, and/or
handle uploads or content item submissions from users.

Content items 102 may include files or portions thereof that
contain 1mages (exclusively, or in combination with other
data). In one embodiment, content 1tems 102 correspond to
image files, combination of text/image files, or to portions of
records or pages (e.g. web pages) that contains 1mages (and
possibly text). Content 1items 102 may also contain metadata,
which includes tags or other data that may not necessarily
form part of the displayed content of the content item. The
output of procurement 105 includes images 104, and possibly
pertinent text.

Embodiments provide that system 100 attempts to deter-
mine information about objects 1dentified 1n content 1tems
102 before or independent of image recognition/analysis pro-
cesses are performed. In one embodiment, procurement 105
extracts text and metadata 103 from content 1item 102. The
text and metadata 103 are forwarded to the object determina-
tor 140. A text and metadata analyzer 145 may determine an
object 1dentifier 143 for an object contained 1n the content
item. The object identifier 143 may correspond to an 1denti-
fication of a class or type, although other information may
also be determined. In one embodiment, the text and metadata
analyzer 145 portion of the object determinator 140 deter-
mines as much information as possible from the text and
metadata 103. For example, 1n the case where content item
102 includes a web-based record of a shoe (e.g. as an 1tem for
merchandise), the text and metadata analyzer 145 may use the
text and metadata to determine various levels of classification
about the shoe, including whether 1t 1s for men or women, the
type ol shoe (sneakers, dress shoes, sandals), 1ts coloring,
price range, manufacturer, i1ts quality (e.g. sample ratings
provided on a website where the shoe 1s provided for sale), the
material used to manufacture the shoe, and various other
information. When such detailed information 1s not available,
the text and metadata analyzer 145 may use the text and
metadata 103 to perform an analysis on the content 1tem 102,
in order to 1dentify hints or clues as to the object of the content
item 102. Such analysis may correspond to, for example, key
word 1dentification of the text of the content item, as well as
metadata associated with the source of the content 1tem 102.
The metadata may correspond to the domain, or a category,
specification or attribute associated with the content item.
FIG. 2 1llustrates a more detailed description of how the text
and metadata analyzer 145 of the object determinator 140
may be used, under one or more embodiments of the mven-
tion. In another embodiment, the object image data analysis
146 can be used 1n conjunction with text and metadata infor-
mation.

The image segmentizer 110 may receive the image content
104 of the content item 102 from procurement 1035. The image
segmentizer 110 segments the image content mto a fore-
ground 1mage and a background image, with the foreground
image corresponding to a segmented image 114. As men-
tioned, one or more embodiments provide that procurement
105 rece1ves or uses hints or a prior1 knowledge 1n segmenting,
an segmented image 114 from the background (e.g. such as
through text, metadata and/or human provided knowledge).
Thus, for example, the image segmentizer 110 may know to
segment an 1mage to separate a shoe, neck tie, or other object
from a background.

Moreover, one or more embodiments provide that the
image segmentizer 110 may segment foreground objects
from other foreground objects. For example, image segmen-
tizer 110, 1n the case where the 1mage contains a man wearing
a suit 1n a street, 1mage segmentizer 110 may separate the
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neck tie and the suit jacket and the person wearing a suit
separately, all from a background that shows the street.

The 1mage segmentizer 110 may implement any one of
many foreground/background segmentation algorithms. One
embodiment provides that for a given image 104, a back-
ground 1s assumed to be at the sides of the 1images, whereas
the foreground can be assumed to be at the center. The inten-
sity distribution of both foreground and background can be
obtained from the center and side pixels respectively. As an
example, a mixture of Gaussian models can be learnt for the
foreground and background pixels. Such models can be
applied to the whole 1image and each pixel can be classified as
foreground and background. As an addition or alternative, the
foreground and background can be determined by doing a
statistical analysis of pixel distributions on the image, such as
shown and described with a method of FIG. 2.

Under one embodiment, the segmented image 114 that 1s
outputted from the image segmentizer 110 1s subjected to an
alignment process 115. The alignment process 115 may per-
form functions that normalize the alignment of the segmented
image 114. Normalizing the segmented image 114 may facili-
tate analysis of the image (e.g. recognition of its attributes)
and/or the presentation of panels or other content containing
the segmented image 114 1n some processed form.

According to an embodiment, the output of either of the
image segmentizer 110 or the alignment process 115 may be
provided to feature extraction 120.

Feature extraction 120 may detect or determine features of
either the segmented 1mage 114, or a normalized segmented
image 115. Data provided as a result of the feature extraction
120 (*“feature data 134”) may include data that descriptive of
particular aspects or characteristics of segmented image 114,
as well as of the segmented 1image 114 as a whole. Certain
features may be extracted that are class-specific descriptors
that apply to the image object as a whole, such as primary
color, patters, shape, and texture. Features that apply to the
segmented image 114 as a whole may be referred to as “global
teatures”. One or more embodiments also provide that feature
extraction 120 determines “local features”, meaning those
teatures that are localized to a specific part or portion of the
segmented 1image 114. Under one implementation, global
feature may be extracted from the overall image and segmen-
tation mask. Local features may be extracted by dividing the
overall image 1nto sub-regions, and then detecting some or all
of the features 1n each sub-region. Local features may also be
extracted by i1dentifying and/or compiling characteristics of
key points or regions on the image.

Various embodiments described herein also provide for
obtaining sub-regions 1n an 1image. In one embodiment, the
image can be divided uniformly into sub-regions. In another
embodiment, regions of key-points can be used to obtain the
sub-regions. As an example, but without any limitation, cor-
ner points, or homogenous blobs can be used as key points in
an 1mage. In another embodiments, the regions can be
selected by random sampling on the image. In yet another
embodiment, a preliminary segmentation algorithm can be
executed on the image, and output resulting regions of seg-
mentation can be used as sub-regions. In addition to deter-
mimng/detecting class-specific global and local features, one
or more embodiments provide that the feature extraction can,
for some types of objects, determine features that are specific
to a sub-class or even unique to a particular object. For
example, feature extraction may i1dentily Ifeatures that
uniquely 1dentily a hand-woven carpet, or even a face.

As described with another embodiment, global and local
teatures are used for different types of visual search processes
for an 1tem. In the global case, a search process may seek to
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match an overall appearance of an object to a specific feature
that 1s provided 1n the search input. In the local case, a search
process may seek a match of an object that has similar char-
acteristics 1n a selected or specific area.

The detection and determination of features (global and
local) may be represented either quantifiably or by text.
Analysis data generator 135 may include components (vector
generator 132 and text translator 136) for recording both
kinds of data. Quantifiable data may take the form of vectors,
for example, which carry values that identily or are descrip-
tive of various features. The vector generator 132 may use
detected features represented by feature data 134 to generate
a vector representation of a set of features for a particular
object item. The vector representation may comprise one or
more signatures 128, which may be generated for a particular
segmented 1image 114. One segmented 1mage 114 may have
multiple signatures 128, for one or more local features and/or
global features, or alternatively one signature 128 that is
representative of the one or more local and/or global features.
The signature(s) 128 of a particular image object may 1dentity
the given object (or a portion of an object) either uniquely or
by a set of class-specific characteristics. A uniquely identified
object may have a unique pattern, be handmade or even be a
face of a person or animal. Additionally, signatures may be
descriptive of both local and global features.

One or more embodiments include a text translator 136 that
converts class-specific feature data 134 (or signatures 128)
into text, so that local and/or global features may be repre-
sented by text data 129. For example, an extracted global
feature may be converted into text data that 1s descriptive of
the feature. In one embodiment, certain global features, such
as a primary color, may be determined by value, then con-
verted nto text. For example, 1f the primary color 1s deter-
mined to be a hue of orange, the text translator 135 may
convert the feature extraction 134 into the text “orange” and
assign the text value to a field that 1s designated for the type of
feature. Processes and algorithms for performing feature
extraction and vectorization or quantification are described 1n
greater detail below, including with FI1G. 7-10.

Both signatures 128 and text data 129 may be provided to
an indexer 160, which generates index data 162 for use with
one or more indexes 164. The index data 162 may thus carry
data that 1s the result of recognition or 1image analysis pro-
cesses. Subsequent searches may specily or use image data
provided 1n the one or more indexes 164.

Under an embodiment, the object determinator 140 may
include an 1mage analysis component 146 for analyzing
image data, as provided by any of the other modules, in order
to determine information that may suifice as the object 1den-
tifier 143, 1n the absence of adequate text or metadata 103.
The 1mage analysis component 146 may use 1image nput,
corresponding to the output of one or more of the image
segmentizer 110, alignment process 1135, and/or feature
extraction 120. The image analysis component 146 may oper-
ate on either pixilated data or quantified data, such as deter-
mined by quantification/vectorization component 134. For
example, under one usage or embodiment, text and metadata
103 may be analyzed by the text analysis component 145 to
determine object 1dentifier 143 1n the form of a general cat-
egory of the object carried 1n the content 1tem 102. This may
be performed even belore segmentation 1s nitiated, or alter-
natively after some or all of the image processing steps are
performed, 1n order to generate a label or classification for
objects 1n the images of the content 1items. For example, some
shape recognition process may be performed on the result of
the aligned image 115 to classity the object as a “shoe”. Once
classified, such an embodiment enables the feature extraction
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120 to look for features that are specific to shoes, such as
heels, or straps. As an alternative or addition, the shape rec-
ognition process may be executed on the image data output
from the 1image segmentizer 110, so that the desired align-
ment angle of the object may be determined from the image.
In another embodiment, the image information can be used 1n
conjunction with the text and metadata information. As an
example, but without any limitation, a classifier can be built,
such as nearest neighbor classifier, support vector machines,
neural networks or naive bayes classification. As a first step,
a traming set of items with corresponding categories 1s
obtained. Then, any of the atorementioned classifier 1s built
using any combination of metadata and 1image content infor-
mation. A new nput item 1s classified using the learnt classi-
fier.

With programmatic elements such as described with object
determinator 140, system 100 1s capable of analyzing at least
some content 1items 102 on sources that carry very little infor-
mation about what objects were originally provided with the
content item. For example, content item 102 may correspond
to a web page of a blog about an individual or a topic such as
tashion, and the person maintaining the web page may lack
descriptive text on the image carried on the page. In such
cases, object determinator 140 may operate oif an i1mage
output (segmented image 114, normalized image object 115,
teature data 134) to programmatically determine information
about objects 1n the image. This may include identification of
objects by type or classification, detection of the presence of
faces or persons, and even the possible 1dentification of per-
sons 1n the image. Additionally, presence detection may be
implemented for multiple features, where the detection of one
feature serves as the marker for detection of another feature.
For example, a person may be detected from a marker that
corresponds to a face, leading to detection of the persons’
legs, and then his or her shoes.

For such images, one embodiment provides that the object
determinator 140 may use text and metadata to 1dentity hints
from surrounding text that are not explicitly descriptive or
readily associated with the image of the content item. Such
text and metadata, provided with or 1n association with the
content 1item, may facilitate or confirm a determination of the
object 1dentifier 143 by the image data analysis 146. In on
implementation where object identifier 143 1s not readily
determinable from text and metadata 103, the image data
analysis 146 may run assumptions to determine if any
assumption correlates to image data 138 (with or without text
and metadata 103). For example, 1n the case where the blog
includes the name of a celebrity, the object image data analy-
s1s 146 may seek (i.e. run assumptions) foreground shapes
that correspond to clothing, such as shirts, pants and shoes, to
see 11 any provide a general match. As an alternative of addi-
tion, the object determinator 140 may seek faces or other
readily detectable objects, and exclude or further use these
objects to confirm i1dentification of objects contained 1n the
content item 102.

In one embodiment, the object image data analysis can be
made fully automated to search for clothing and apparel items
in an 1mage. This may include steps comprising some or all of
(1) Face detection, (11) Clothing segmentation (using the face
location as a hint, and via removal of skin) (111) Getting a
confldence metric related to how well the segmentation 1is,
(1v) Using a similarity matching based on high-confident
clothing regions.

As a first step, the 1mage 1s analyzed to find people in the
image. Face detection algorithms can be used as part of this
step. Suitable face detection algorithms for use with embodi-
ments described herein are described in U.S. patent applica-

10

15

20

25

30

35

40

45

50

55

60

65

10

tion Ser. No. 11/246,742, entitled SYSTEM AND METHOD
FOR ENABLING THE USE OF CAPTURED IMAGES
THROUGH RECOGNITION, filed on Oct. 7, 2005. An out-
put of the face detection algorithms include 1dentification of
the locations of faces 1n the image. As a next step, the loca-
tions of the face and the eye are used as a prior to find the
location of the clothing of the person.

It 1s generally known that the location of the upper-body-
clothing is certain distance below the face. Using this, one can
start a region growing based segmentation algorithm starting
from a box roughly located around the center of the upper
torso. As an example, but without any limitation, the location
ol the center of the upper torso can be determined based on the
face location, and face size. The region growing segmentation
algorithm should also take skin color into account. The skin
color can be learnt via generic skin model obtained over a
large set of people dataset, or 1t can be learnt using the face
location of the particular person. More specifically, the color
distribution around the face location 1s assumed to be the skin
color distribution, and the pixels of such distribution would be
excluded from the clothing region segmentation. Such a step
would accomplish removal of a hand when a person puts 1t in
front of the clothing. In one embodiment, a region growing
segmentation algorithm can be used for segmenting the cloth-
ing. In another embodiment, a fixed size oval can be used to
select the clothing location. In yet another embodiment, any
embodiment of segmentation, such as matting or box-seg-
mentation as described below can be used. In this case, the
location of face 1s used to automatically generate a surround-
ing box to start the segmentation. In such embodiments of the
segmentation, skin color 1s optionally detected and rejected
from the segmented clothing region.

Once the clothing 1s segmented, a confidence score 1s asso-
ciated with the clothing segmentation. This 1s necessary,
mostly because some of the segmentations 1s not very useful
for further processing. More specifically, they can be too
small, or they can belong to people that are standing very
close to each other so that the clothing of two people are
segmented together. The confidence metric can be a function
of many things, including the size of the clothing region, how
many faces there are 1n the 1image, the smoothness and uni-
formity of color 1n the segmented region, the gender of the
person (which can be detected by means of a gender classi-
fier), and existence and locations of other regions and faces 1n
the picture. Once a confidence 1s associated for each clothing
region, the high confident regions can be selected for further
processing.

Once the regions are selected, a similarity search 1s applied
towards an index of 164, as part of a search 1260 as also
described in the following sections.

In various locations of system 100, results determined pro-
grammatically may be enhanced through manual enrichment.
Accordingly, one or more embodiments provide for the editor
interface 160 to interface with results of more than one mod-
ules or processes, for purpose of enabling a manual operator
to manually confirm or reject results. As described with
embodiments of FIG. 4A and FIG. 4B, the editor interface
160 may enable the individual editor to confirm/reject results
1n groupings.

Classification and Determination of Object Identifier
Information

FIG. 2 1llustrates a category-mapping system for enabling
human operators to facilitate a system such as described in
FIG. 1. An embodiment such as shown by FIG. 2 may use text
and metadata of individual content 1tems 102 to determine
information about objects contained in the 1mages of a con-
tent 1tem. The determined information may include, for
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example, object identifier information 143 (see FIG. 1),
which 1dentifies an object of the content item 102 by one or
more classifications. Thus, the text and metadata of content
items 102 may be used to determine information about the
nature of objects represented 1n the images of the content
items.

One or more embodiments use human operators 224 and
knowledge 226 to generate a reference list of words and
phrases that identify or are used typically in association with
content 1tems of a particular classifier. For example, humans
who are experts 1n fashion may tag or associate merchandise
items of fashion with new buzzwords and associations. These
associations may be maintained 1n an ongoing list that com-
prises the knowledge 226. The knowledge 226 may thus
provide words or phrases from which reference records 220
representing classifications may be defined. As described
below, the reference record 220 may further include weights
and other factors for enabling programmatic classification
based on the list of words or phrases 222 contained 1n each
record. The reference list of words or phrases may be 1ncor-
porated 1nto reference records 220 as a definition or partial
definition of a corresponding category or classification. In
this way, each reference record 220 may define one or more
corresponding categories or classifications.

In the case of an e-commerce environment, for example,
the descriptive words used for merchandise items may vary
based on editorial variations of the different sources of the
content items. This editorial variation may depend 1n part on
the nature of the source and/or its target audience. A site that
targets merchandise for teenage girls, for example, may refer
to “sneaks” or “sneeks” for athletic footwear, while sites for
other audiences may use “athletic footwear for women”. With
such considerations, one or more embodiments provide that a
given category (e.g. “woman’s athletic footwear™) 1s associ-
ated with one or more corresponding reference records 220.
Each of the reference records 220 define the corresponding
category using words or phrases 222 that human operators
224 determine are descriptive of a corresponding category or
classification 223. For example, “open toe”, “airy”, “strappy”
and “leather bands™ may all be mapped 1n one record to the
classifications of “woman’s footwear” and “sandals”. The
knowledge database 226 may maintain lists and associations
that are built by the human operators 224 over time, for
purpose ol recalling that certain phrases or words are indica-
tive of a particular classification.

Operators 224 that create a category-specific reference
record 220 may leverage instances where specific words/
phrases are relatively unique to one category, and that such
words or phrases differentiate one domain from another
domain. Operators 224 may also recognize that some words
may be common to multiple categories. The human operators
224 and/or knowledge 226 may also identity words/phrases
that are common to the demographic of the category (e.g. the
demographic of people interested i “woman’s athletic foot-
wear”’). Examples of such classification include gender and
age.

In one embodiment, human operators 224 assign weights
232 for contributions of individual word/phrases, based on an
understanding developed by the human operator as to the
vocabulary used by the demographic that 1s associated with a
particular category or classification. The weights 232 may be
provided before runtime as input to the weighting influence
230. The weighting influence 230 may use the weights 232 to
generate weighting parameters 235 for the text and metadata
of individual content 1tems at time the content 1tems 102 are
assigned to a category 223 (see below). The weights 232 may
reflect the meaning or importance of individual words, and as
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such, may be provided by human operators 224 who are
familiar with trends 1n how vocabulary 1s used over time. The
use of weights 232 recognizes that words or phrases 1n one
site have different significance or meamngs than words or
phrases at other sites.

In determining objected 1dentification 143, content items
containing 1mages, text and/or metadata may be program-
matically analyzed and categorized. The weighting influence
230 may receive or extract associated metadata 238 (or text)
from a source 201 of the content 1tem 102 and/or the content
item itself. The weighting influence 230 may assign the
weights 232 to different fields of the metadata 238 that 1s
retrieved from source 201, such as metadata that identifies a
brand or a network site where the content item 1s provided.
The assigned weights 232 may then be processed for the
metadata 238 to generate the weighting parameters 235, 1n a
manner described below.

In an embodiment, the content 1items 102 are mnitially pro-
cessed by tokenizer 240. The result of processing content
items 102 includes generating tokens 242 from individual
content items 102 that include words and phrases contained 1n
the text and/or metadata of the content item 102. The tokens
242 of individual content items 102 are forwarded to a cat-
egorizer 250. The categorizer 250 may use reference records
220 and perform one or more processes to select which ret-
erence record 220 provides the best defimition or definitions of
categories. In one implementation, the classifier 250 deter-
mines an overall matching score to one or more of the records.
The score may be influenced by presence of words that are
unique to one category, versus words or phrases that are
associated with multiple categories. In addition, weighting
influence 230 may include weighting parameters 2335 that
take 1nto account metadata 238 from the source 201 of the
content item. The metadata 238 includes 1dentification (by
human operators 224) of the gender or demographic of the
network site where the content <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>